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(1) Law of good continuation & Law of common fate

(2) Pop-out & Illusory conjunction

(3) Visual agnosia & Optic ataxia

(4) Change blindness & Attentional blink

(5) Episodic memory & Procedural memory

(6) Theory of mind & Empathy



Master’s Specialized [Cognitive Neuroscience, Question
Program  Subjects  Cognitive and Perceptual Psychology] Number

Q.1 Answer the following questions.

(1) List and describe the advantages and disadvantages of two noninvasive brain activity recording
methods used to investigate the neural mechanisms of human cognitive functions.

(2) List and briefly explain two research methods, other than the recordings of human brain activity,
used to investigate the relationship between human cognitive functions and the brain’s neural

mechanisms.

Q.2 Select four pairs of psychology/neuroscience terms from the following six pairs, and explain their
meanings, focusing on commonalities and differences within each pair.

(1) Law of good continuation & Law of common fate

(2) Pop-out & Illusory conjunction

(3) Visual agnosia & Optic ataxia

(4) Change blindness & Afttentional blink

(5) Episodic memory & Procedural memory

(6) Theory of mind & Empathy
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Master’s  Specialized . o Question .
Program Subjects [Statistics] Number §—2
Q.1 Let Xy, Xs,---, X, be arandom sample of size n from a population with mean p. Show

the necessary and sufficient condition for the weighted sum > ;. , w; X; to be an unbiased
estimator of p.

Q.2 Let X;,Xo, -, X, bearandom sample of size n from a normal distribution with mean p
and variance o2.
(1) Derive the log-likelihood function L (i, o).

(2) Using L(p, 0?), find the maximum likelihood estimators of 1 and 2.

Q.3 Suppose that the means of random variables X and Y are both 1 and the variances of X
and Y are both 2. Find the covariance of S and T' where S = X +2Y and T' = X — 2V,

Q.4 Consider performing Fisher’s exact test on the following contingency table under the null
hypothesis that there is no difference in the effect between Drug A and Drug B.

Effective Not Effective | Total
Drug A 3 1 4
Drug B 2 3 5
Total 5 4 9

(1) The probability of obtaining this table under the null hypothesis can be calculated as the
probability that when 5 persons are randomly selected as ‘Effective’ from a total of 9 persons, 3
of them are from the Drug A group and 2 of them are from the Drug B group. Compute this
probability.

(2) The p value of Fisher’s exact test (two-tailed test) is defined as the sum of the probabilities of
the tables each having a probability equal to or lower than that of the observed table with fixed
marginal frequencies. Find the p value when the table above is observed.
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Master’s  Specialized
Program Subjects

Question

[Pattern Recognition, Machine Learning]
Number

Q. Suppose that samples are given in a 2-dimensional feature space as shown in Table 1. The
samples are denoted by x; = (zi1, mig)T, (i=1,...,n), where T represents the transpose of a
vector or a matrix. Answer the following questions.

Table 1: Samples

z | (-1,4)7
zy | (1,07
z3 | (0,8)T -
@ |z | (4,2)7 (][ @7
xIrr (—Q,G)T
re (4,6)1‘

(1) Suppose that a classification of the samples in Table 1 (a) is given by

Cy (i=1,3,5)

Class(z;) = { Cy (i =2,4,6)

where C and C5 represent two classes. Find the linear classifier function that classifies a new
sample ; into the class whose center is closer to the sample in Euclid distance than the other
class’s center.

(2) Suppose that another classification of the samples in Table 1 (a) is given by

Cs (i =3,5,6)

Class(xz;) = { Cy (i=1,2,4)

where C'3 and Cy represent two classes. Explain how we can compare the discriminability of the
classifications given in (1) and (2) by using the within-class variance concerning the distribution
of the samples within a class and the between-class variance concerning the distribution of the
classes.

(3) For each class given in (1), give the formula for calculating Mahalanobis distance for a;.

(4) Explain which class given in (1) is suitable for the sample in Table 1 (b). The assumption on
the sample distribution required for the discussion must be clearly stated.
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Master’s  Specialized . Question
Program Subjects [Information Theory] Number

Consider a stationary memoryless source in each question. The reason must be clearly stated for
each answer.

Q.1 Consider a source that has a source alphabet {a, b} with the probabilities P(a) = p and
P(b) = 1 — p. Find the maximum and minimum values of the entropy of this source when
varying p.

Q.2 Let m be a positive constant. Consider a source that has a source alphabet {a1, . .., azm }
with the probabilities given by

P(a‘)‘ _ p ifi<m-+1
Yo q otherwise

where (m + 1)p + (m — 1)¢ = 1. Find the maximum and minimum values of the entropy of this
source when varying p and q.

Q.3 Consider a source that has a source alphabet {a;, a2, az} with the probabilities

P(a1) = P(ag) = P(ag) = %. Compute the average codeword length of the binary Huffman
code for this source.

Q.4 Letm be a positive integer and n = 2™ + 1. Consider a source that has a source alphabet
{ay, ..., an} with the probability P(a;) = L for each . Compute the average codeword length
of the binary Huffman code for this source.

Q.5 Consider a communication channel with a probability transition matrix given by

i

where the sizes of the input and output alphabets are two and three, respectively. Compute the
capacity of this channel.

[ DO
N
[N

Q.6 Consider a communication channel with a probability transition matrix given by

1 1 AU S S

2 2(n—1) 2(n—1) 2(n—1)

1 1 1 1 )
2(n—1) 2(n—1) ~° 32Mm—1) 2

where the sizes of the input and output alphabets are two and n, respectively. The capacity of this
channel is given by C' = f(n)logyn + 3 logy(n — 1) + 2(7;—”_1), where f(n) is a function of n.
Show f(n).
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Master’s  Specialized
Program Subjects

Question

ional P .
[Signal Processing] Number

Q.1 Suppose the 2D Fourier transform of a 2D signal f(z,y) is defined as

F(u,v) = // f(m,y)e*j(““‘vy)dxdy,

where j is the imaginary unit. Let the projection of f(x,y) to an axis £ be defined as the line
integral at each point on £ along the direction orthogonal to ¢. Answer the following questions.

(1) p(x) is the projection of f(z,y) to the x axis. Express the 1D Fourier transform of p(z) using
F(u,v).

(2) py(s) is the projection of f(z,y) to the s axis given by rotating the x axis around the origin
counterclockwisely by angle 6. Express the 1D Fourier transform of pg(s) about s using F'(u, v).

Q.2 Let the N-point discrete Fourier transform X [k] of a discrete-time signal z[n] of length N
be

N-1
Xk =Y aln]Wh, Wy =¥,
n=0
where j is the imaginary unit, IV is a positive even integer, and n,k = 0,..., N — 1. Answer the

following questions.
(1) Consider an observation signal zg[n] = {zo[0], zo[1], z0[2], z0[3]} = {1,2, 1, —2} given by
sampling a signal regularly at 4000 Hz. Compute the 4-point discrete Fourier transform of zo[n/,

and draw its magnitude and phase spectra against frequency in Hz.

(2) Derive the N-point discrete Fourier transforms of two real-valued sequences x1[n] and z2[n|
of length N using a single execution of the N-point discrete Fourier transform.

(3) Derive the 2N -point discrete Fourier transform of a real-valued sequence of length 2V using
a single execution of the N-point discrete Fourier transform.

10
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Master’s  Specialized [Formal Language, Theory of Computation, | Question
Program Subjects Discrete Mathematics] Number

We consider a grammar G = (X, N, P, S), where £, N, P, and S are a finite set of terminal
symbols, a finite set of nonterminal symbols, a finite set of production rules, and the start symbol,
respectively.

Q.1 The following is a description on context-free grammar. Fill the blanks (1), (2), and (3).

A grammar G is a context-free grammar when, for each production rule o — £ in P,

o € and f € 2) . A language L on is a context-free

language when it is generated by a context-free grammar G.

Q.2 Prove that Ly, = {a™b™c™ | m,n > 0} and Ly, = {a™0"c™ | m,n > 0} are context-free
languages.

Q.3 Prove that the class of context-free languages is closed under concatenation Lq - L by
constructing Gs = (X, N3, Ps, S3) from the context-free grammars Gy = (X, Ny, Py, 57) and
G = (X, Ny, Py, S5) generating L1 and Lo, respectively.

Q.4 Prove that the class of context-free languages is closed under union L1 U Lo by constructing
G3 = (X, N3, P3,S3) from the context-free grammars G = (2, Ny, P, S1) and
Ga = (X, Ng, P2, 55).

Q.5 Lype = {a®bPcP | k > 0} is not a context-free language. By using this fact prove that the
class of context-free languages is not closed under complement L.

Q.6 Prove that the class of context-free languages is not closed under difference Ly — Ls.
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